
 

Forecasting Air Quality Using Massive-Scale WSN 

Based on Convolutional LSTM Network 
 

 

Karisma Trinanda Putra  

Department of Electrical Engineering 

Universitas Muhammadiyah Yogyakarta  

Yogyakarta, Indonesia 
karisma@ft.umy.ac.id 

 

 

Ardia Suttyawati Mamonto  

Department of Electrical Engineering 

Universitas Muhammadiyah Yogyakarta  

Yogyakarta, Indonesia 

ardia.s.ft17@mail.umy.ac.id 

Prayitno 

Department of Electrical Engineering 

Politeknik Negeri Semarang, Indonesia 

Semarang, Indonesia 
prayitno@polines.ac.id 

 

 

Sunneng Sandino Berutu  

Department of Informatics 

Universitas Kristen Immanuel Yogyakarta 

Yogyakarta, Indonesia 

sandinoberutu@ukrimuniversity.ac.id 

Eko Fajar Cahyadi 

Department of Telecommunication 

Engineering 

Institut Teknologi Telkom Purwokerto 

Purwokerto, Indonesia 
ekofajarcahyadi@ittelkom-pwt.ac.id 

 
Syahri Muharom  

Department of Electrical Engineering 

Institut Teknologi Adhi Tama Surabaya  

Surabaya, Indonesia 
syahrimuharom@itats.ac.id  

Abstract— PM2.5 is ultra-light micro-grained particles and 

dangerous air pollution that threatens public health. A real-time 

wireless sensor network (WSN) that measure air pollution is a 

solution to increase public awareness about the long-term 

impact of PM2.5 exposure. However, in a massive-scale WSN-

based air pollution monitoring system, there are numerous noisy 

and low-concentration periods in the raw PM2.5 dataset, which 

may lead to unreliable causality predictions. This paper 

addresses the problem of optimizing sensor acquisition of a 

wireless sensor network to reconstruct and predict 

spatiotemporal PM concentrations data using ConvLSTM 

network. This prediction model is built by combining 

convolution network and long short-term memory network. The 

dataset is gathered from air quality WSNs that are already 

installed across Taiwan. Using the last 48-hour records, the next 

hour PM2.5 concentration is predicted. RMSE is used to 

evaluate the prediction accuracy. The results reveal that the 

ConvLSTM network achieves better performance than those 

using the LSTM network and regression analysis with RMSE of 

1.31, 2.59, and 16.34, respectively.  

Keywords— PM2.5, ConvLSTM network, convolutional 

network, long-short term memory network. 

I. INTRODUCTION 

In recent decades, with the rapid growth of 
industrialization and traffic, air pollution has become a major 
problem in modern cities, especially in Asia. Air pollution has 
a major impact on the health of urban people. A report by 
WHO estimates that microparticles less than 2.5 m in size (i.e., 
PM2.5) are responsible for 7 million premature deaths per 
year and over 92% of the world's population is estimated to 
breathe toxic air quality [1]. Meanwhile, a study that tracked 
1.2 million populations from 1982 until 2008 reveals that 
every 10 micrograms per cubic meter increase in PM2.5 
concentrations was related to an increase up to 27% in lung 
cancer mortality [2]. Therefore, PM2.5 is one of the most 
dangerous air pollutants that degrades air quality in big cities 
with long-term effects that threaten public health. 

To combat air pollution, several countries have developed 
air quality monitoring sites to monitor air pollution 
propagation using wireless sensor network technologies. 
Today, the WSN technology is growing with thousands of 
cheap nodes scattered to monitor many atmospheric variables 

simultaneously [3]. After the invention of the IoT concept [4], 
a large number of air quality monitoring stations are installed 
in various locations with the number doubling every year. This 
increase was due to the implementation of WSN nodes by 
non-governmental organizations, the private sector, and the 
general public. Data from this monitoring location can be 
accessed in general as a reminder to the public about the 
condition of their living environment. It is recorded that 
thousands of air quality monitoring sensors called AirBox are 
installed in major cities in Taiwan. As shown in Fig. 1, these 
environmental data can be accessed widely by the public 
through websites or smartphones. As a result, people can be 
more aware of the surrounding conditions because they can 
also take part in installing or monitoring environmental 
pollutions. For example, incense burning activities contribute 
to Taiwan's air pollution problem, especially during the Lunar 
New Year period. In addition, two places of worship in major 
Taiwanese cities, i.e., Longshan Temple and Xingtiangong 
Temple, have removed the activity and replaced it by 
installing AirBox monitoring systems [5]. 

However, in large-scale environmental prediction 
systems, data sparsity is a major challenge that impacts the 
performance of the prediction system [6]. In air pollution 
datasets, the data sparsity is numerous noisy and low-
concentration periods in measurements [7]. For big dataset in 
the spatiotemporal space, the computational complexity of 
constructing a prediction model is very high. Recently, more 
and more researchers are using machine learning technology 
to overcome the challenges of data sparsity [8]. Several 
advances in machine learning technology (e.g., deep learning 
[9], [10]) were introduced to train predictive models more 
accurately. These models extract connections between 
different data and can be used to process environmental data 
to make predictions more accurate by considering both local 
and global temporal patterns. For example, the authors [11] 
used RNN to forecast weather conditions for the next few 
days. Meanwhile, the previous research investigated a 
multilayer LSTM-based approach to predict air quality [12]. 
However, in the existing studies, prediction models were 
trained without taking into account both spatial and temporal 
relationships between WSN’s nodes, especially among 
adjacent nodes.  
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Fig. 1. The Airbox utilizes both wired and wireless connections provides 

environmental data acquisition based on WSN technology to monitor PM2.5 

concentrations in real-time. Thousands of sensory nodes are connected to the 
server via the Internet and the data can be publicly accessed by end-users. 

A training and inference model named convolutional long-
short term memory (ConvLSTM) is proposed to predict 
environmental data that are recorded from a WSN. Different 
from global temporal prediction models, this study inherits the 
basic idea of spatiotemporal datasets [13]. But, compared with 
previous works, the proposed ConvLSTM considers data 
correlation using spatial sampling so as to reduce the number 
of model parameters while maintaining the efficient number 
of active nodes. The proposed scheme overcomes the problem 
of data sparsity which may lead to unreliable causality 
predictions. This scheme also considers computational 
complexity of constructing a spatiotemporal prediction model. 
This study first presents a feature extraction method that 
divides the area into a set of regions. Every region represents 
spatial position of several sensory nodes. Then, Gaussian 
sampling is used to extract the features inside spatiotemporal 
dataset. Finally, the ConvLSTM network is used to predict 
and visualize the dataset into the propagation map.  

The remainder of this paper is organized as follows. 
Section II reviews the previous works related prediction 
system. Section III reviews the basic approach while Section 
IV elaborates in detail the proposed approach. Section V 
examines the results. Furthermore, a discussion in provided in 
Section VI. Finally, Section VII summarizes the conclusion. 

II. PREVIOUS WORKS 

Forecasting is the science of predicting future events. This 
can be done by recording historical data and projecting it into 
the future. Scientists forecast future events by forming 
mathematical models, for example predicting air pollution by 
analyzing the recorded data from the past few days. By 
forecasting environmental conditions, people can see the real-
time condition and predictions so that they are aware of 
changing their habits that have the potential to increase air 
pollution. Various studies regarding forecasting technology 
have been carried out to increase the model accuracy. There 
are several related studies that have been conducted by 
researchers including prediction of stock movements [14], 
[15], prediction of tourist visits [16], and handwritten Chinese 
character recognition [17]. 

Research conducted by [14] predicted the direction of the 
daily stock market index. The main topic of this research is the 
ability to predict the price direction on the next day from the 
Japanese stock market index. The predictions were made 
using an artificial neural network (ANN) model that was 
optimized using genetic algorithms (GA). Meanwhile, the 
long-short term memory (LSTM) was used to predict stock 
movements on the next day [15]. Basic trading stock data was 
used in making prediction models. In this study, researchers 
compared the LSTM model with three other models, namely 
moving average (MA), exponential moving average (EMA), 
and support vector machine (SVM). The performance of the 
four models was evaluated using the Root Mean Square Error 
(RMSE). In addition, the study predicted tourist visits [16] 
using a neural network model. This study examined the 
prediction of tourist visits with the Recurrent Neural Network 
Long Short Term Memory (RNNLSTM) approach using 
multi-time steps. Predictive model performance was evaluated 
using RMSE. 

Generally, ANN derivative method (i.e., LSTM) is more 
powerful to use as time-series forecasting systems because 
they provide better performance. However, this model does 
not give better performance in multivariate forecasting cases 
with many input dimensions [18]. LSTM only records 
temporal patterns in a dataset without extracting spatial 
patterns that may be formed from spatial relationships 
between variables. Therefore, this study initiated the 
convolution layer and long-short term memory layer to 
generate better forecasting systems. 

III. METODHOLOGY 

As shown in Fig. 2, the ConvLSTM utilizes 2 kinds of 
networks, i.e., convolutional (Conv) layer and long-short term 
memory (LSTM) layer. First a review of convolutional neural 
network is presented. In the end, the working principle of 
long-short term memory is described. ConvLSTM combine 
these networks to enable processing of high-dimensional input 
data. 

 
Fig. 2. Components that constructs the convLSTM model i.e., (a) 

convolutional network and (b) long-short term memory network.   
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A. Convolutional Neural Network 

Convolutional Neural Network (CNN) is one of the layers 
in Deep Learning that can take input as an image 
representation, determine the weights and biases of the 
patterns learned from a dataset. CNN allows for much lower 
pre-processing compared to other classification algorithms. 
CNN has the ability to study the spatial characteristics of a 2-
dimensional or more input, so that pre-processing is replaced 
directly by CNN as a feature extraction module. In Fig. 2 (a), 
it can be seen that the CNN utilizes the convolution process 
by moving a convolution kernel/filter ( w ) of a certain size to 

an input image ( x ). Then, the computer gets new 

representative information ( o ) from the result of multiplying 

that part of the image with the filter used, shown in Equation 
(1). 

[ ] ( )[ ] [ ] [ ]
a

a

o t x w t x a w a t
=∞

=−∞

= × = +  (1) 

B. Long-short Term Memory Network 

The LSTM cell at high levels is very similar to that of 
RNN cell. The LSTM consists of three parts, as shown in the 
figure below and each part performs an individual function. 
These three parts are known as the gate. Successively, they are 
the Forgot gate, the Input gate, and the last one is the Output 

gate. LSTM has a hidden state where ( )t 1h −
 represents the 

hidden state of the previous timestamp and (
t

h ) is the hidden 

state of the current timestamp. In addition, LSTM also has cell 

states represented by (
t 1

c − ) and (
t

c ) for the previous and 

current timestamps, respectively. 

As presented in Fig. 2 (b), the working principle of the 
LSTM is, first of all, the information is filtered by Forget gate 

(
t

f ) whether to keep the previous timestamp or forget it. 

Then, the sigmoid function is applied. Meanwhile, the input 

gate (
t

i ) is used to measure the importance of the new 

information carried by the input. Furthermore, the sigmoid 

function is also applied. Finally, the new information (
t

c% ) that 

needs to be passed to the cell state is a function of the hidden 

state on the previous timestamp and the current input (
t

x ). 

The activation function here is tanh and the biases for the 
respective gates (x) is b. Equation (2–4) are mathematical 
equations of the working principle of LSTM components. 

( )( )t f t 1 t ff W . h ,x bζ −= +  (2) 

( )( )t i t 1 t ii W . h ,x bσ −= +  (3) 

( )( )t c t 1 t cc tanh W . h ,x b−= +%  (4) 

IV. PREDICTION MODEL 

First, a description of how to build a global model that 
covers a huge number of environmental sensory nodes of 
WSN is presented. Finally, the working principle of PM2.5 
prediction model that utilizes ConvLSTM is described. 

A. Global Temporal Model 

A global temporal model has the advantage of efficient use 
of the number of parameters that construct the prediction 
model. In global model, only the temporal pattern is recorded 

by the prediction model. Spatial patterns are not extracted 
from a dataset. A collection of datasets, which were originally 
spatiotemporal, were arranged according to the sequence of 
events. Spatial patterns will be lost from compiling this 
dataset, but the number of parameters required to represent 
global inputs will be minimized. This model can be 
implemented using a one-dimensional LSTM network. This 
LSTM network sequence can be arranged in several layers as 
needed to produce appropriate convergence in the training 
process. As shown in Fig. 3, the datasets are collected and 
arranged according to the time series of events. Therefore, this 
model describes global pattern inside the dataset without 
considering the spatial relationship between nodes. 

B. The Proposed Spatiotemporal Model 

Spatiotemporal data analysis is a research that started 
because of the development and application of new 
computational techniques that allow analysis of databases in 
large numbers and dimensions. The spatiotemporal model 
appears when the data collected is bound to the space and time 
domain [7]. An event in the spatiotemporal data describes the 
spatial and temporal phenomena that exist at time t and 
location x. An example is the pattern of air pollution 
concentrations in an area within one year. By analyzing the 
pattern, there are times when the pattern repeats itself over 
short periods or years. Meanwhile, the unique geographical 
position of each region also increases the differences in 
observational variables, causing spatiotemporal analysis to be 
more objective and consistent than global temporal analysis. 

 
Fig. 3. The global temporal model minimized the number of parameters to 

build the prediction model at cost of a loss in spatial correlation in the dataset.   

 
Fig. 4. The proposed scheme supports the training of spatiotemporal dataset 

using the Gaussian sampling as a filter and ConvLSTM as a feature 
extraction technique to construct the PM2.5 predictions system.   

With the increasing size of the data and dimensions that 
are processed, the computational process will also increase. 
The main challenge of the spatiotemporal data is the amount 
of data that is computationally expensive to the prediction 
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model. Although computing capabilities in recent decades 
have increased rapidly, the efficiency of data use which leads 
to the use of computing power also needs to be considered. 
The proposed scheme provides a workflow guide that can be 
used to process spatiotemporal big data with compressive 
sensing techniques and training techniques with neural 
networks. Fig. 4 shows the stages of analyzing the 
spatiotemporal dataset obtained from the Airbox sensor 
network. Data in the space and time domains are filtered to 
provide more uniform results, eliminate noise caused by data 
sparse, and shorten training parameters.  

Furthermore, the proposed model consists of 2 
components, i.e., spatial sampling and ConvLSTM. The 
ConvLSTM replaces the need of matrix approximation to 
restore the compressed data. The ConvLSTM can be used 
simultaneously to reconstruct the data and to predict the 
patterns inside the spatiotemporal dataset. 

1) Spatial Sampling 
A matrix approximation is a minimization problem in 

mathematics, in which the cost function calculates the fit 
between a given matrix (the data) and an optimized matrix. 
One of the matrix approximation method is low-rank matrix 
approximation (LRMA). The LRMA is commonly used in a 
massive WSN to efficiently record data without wasting 
resources using a small number of samples. In the LRMA, 
several nodes are randomly selected to minimize the number 
of nodes that are involved during global data recording. 
Therefore, a spatial sampling procedure is used. By using the 
spatial sampling procedure, the global patterns can be 
recorded effectively without losing their fidelity. First, at the 
data acquisition stage, a spatial sampling procedure is 
performed to select several sensing nodes randomly from 
period t = 1 to T. This study uses Gaussian sampling with d = 
0.3. It means that only 30% of the total nodes are 
simultaneously used for data acquisition in one sampling 
period. To represent uniform spatiotemporal space, the dataset 
is arranged into 256x256 sections. Each section has several 
nodes according to its geographical location. Not all sections 
will be recorded, but the data recording is done randomly with 
a capacity of 30% of 65,536 sections 

According to the LRMA theory [19], an optimized 
sampling scheme that achieves a good representation of global 
recording process is performed using uniformly random 
sampling. Therefore, a Gaussian sampling is used during the 
data acquisition. Meanwhile, at the data recovering stage, a 
singular value decomposition (SVD) is used to reconstruct the 
data from the compressed dataset. However, in the current 
method (i.e., LRMA via SVD), the procedure does not explore 
temporal correlation inside the spatiotemporal dataset [20]. 
The SVD only takes into account the spatial correlation in an 
incomplete matrix. It is possible that spatiotemporal features 
can provide deeper knowledges for training the prediction 
model. This could be the contributing factor to the current 
setback, such as low data recovery accuracy, especially in the 
spatiotemporal data processing. Therefore, to improve the 
accuracy of the current data acquisition procedure, this study 
utilizes the ConvLSTM network as shown in Fig. 5. This 
scheme minimizes the communication and calculation process 
during data generation while simultaneously providing data 
reconstruction and data prediction at T+1. Finally, this paper 
provides two prediction models which are the conventional 
scheme (i.e., SVD+LSTM) and the proposed scheme (i.e., 
ConvLSTM network).  

 

Fig. 5. The experimental models compare the conventional scheme (i.e., 

SDV+LSTM) with the proposed ConvLSTM model.   

 

Fig. 6. A series of ConvLSTMs is used to extract spatiotemporal features 

from 2D input sequentially. The CNN encoder learns spatial features while 

the LSTM records temporal features. In the end, the CNN decoder represent 
the spatiotemporal feature into the prediction of PM2.5 concentrations. 

2) ConvLSTM Network 
A convolutional neural network (CNN) works with two 

dimensional input data. However, they can be used with multi-
dimensional input data. The working principle of CNN is to 
convolute a number of regions alternately against a filter or 
kernel. This convolution operation makes this network known 
as CNN. Convolution is a linear operation that involves 
multiplying a set of weights (i.e., a 2D filter) by an input. The 
use of a filter that is smaller than the input is intentional 
because it allows the same filter (set of weights) to be 
multiplied by the input array multiple times at different points 
on the input. In particular, the filters are applied 
systematically, moving to each overlapping part, alternating 
from left to right, from top to bottom. 

Meanwhile, convolutional long-short term memory 
imitates the basic principle of CNN where input is convoluted 
first and then a 2D LSTM network is performed to extract 
temporal pattern from series of 2D input. In the end, the spatial 
data collected over successive time periods are represented as 
a spatiotemporal prediction map using the CNN decoder. In 
such cases, the prediction model that considers the spatial and 
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temporal correlation produces the best performance. The 
architecture inside the ConvLSTM is shown in Fig. 6. The 
main idea of this architecture is from CNN-LSTM 
Autoencoder. The autoencoder is a neural network model that 
has the same input and output, except the feature extraction is 
performed both spatially and temporally so that it can be used 
to process spatiotemporal datasets, e.g., PM2.5 concentrations 
over time. 

V. RESULT 

A dataset downloaded from the Airbox system was used 
in this study, covering 76.45 MB of data [21]. The data was 
recorded from 3574 sensory nodes spread across Taiwan 
within January 2021. The experiment was carried out only by 
extracting PM2.5 data from the dataset. This PM2.5 dataset is 
spatiotemporal data with a timestamp index and position 
coordinates. Then, the data is localized and represented in a 
sequence of 2-dimensional images in sequence with a size of 
256x256. After that, these images are processed using the 
ConvLSTM model. The system performance assessment is 
carried out by observing the losses during training phase using 
mean absolute error (MAE) parameters. After the learning 
process reaches convergence, then the RMSE is calculated 
from the output validation generated by the inference system. 
RMSE calculates the similarity of the predicted signal with the 
ground truth signal. In the end, a qualitative assessment is 
shown by visually comparing the shape of the predicted results 
between the proposed scheme and other conventional 
methods. 

The assessment matrix used to measure the performance 
of the training process is the MAE, formulated in Equation (5) 
below. 

( ) ( )

T

t arg et i predicted it 1

1
MAE o o

T =
= −  (5) 

Meanwhile, quantitatively, the prediction results were 
evaluated using the RMSE, described in Equation (6). 

( ) ( )( )
2

t arg et i predicted iT

t 1

o o
RMSE

T=

−
=   

(6) 

where ( )t arg et i
o  is the ground truth data, ( )predicted i

o  is the 

prediction of PM2.5, and i is index timestamp of the data. 

Based on the experiments, the MAE training and 
validation data were obtained as shown in Fig. 7. It can be seen 
that the training process can run optimally with a validation 
value that follows the training MAE value. These values 
continue to decrease until the epoch (ε) reaches 100 iterations. 
The MAE at ε = 100 epochs of the SVD+LSTM method is 
higher than that of using the ConvLSTM. It means that the 
ConvLSTM provides better training performance with a level 
of similarity that is closer to the ground truth data. To provide 
visual evidence, then the model is tested on an inference 
engine which only calculates the forward propagation process 
to predict the forecasting results. Visually, the forecasting 
results of the proposed method can be seen in Fig. 8. The data 
generated by the proposed method is better and closer to the 
ground truth data than those using the SVD+LSTM. It can be 
noted that this method can successfully reconstruct and predict 
the signal only using 30% concurrent nodes of the total nodes 
in one period. 

 
Fig. 7. Diagnostic line plot showing training progress of the proposed 

model.  

 
Fig. 8. Comparison of prediction results i.e., achieved using the 

spatiotemporal ConvLSTM model (red), SVD+LSTM model (green), with 
the ground truth data (blue).   

TABLE I.  SPECIFICATION OF THE EXPERIMENTAL MODELS 

Prediction 

Model 

Spatial  

Sampling  

Feature  

Extraction 

Number of 

Parameter

s 

RMSE 

at 

ε=100 

Regression 
analysis 

input: 48 

Full Temporal 10 16.34 

Global LSTM 

input: 48 

Full Temporal using  

2 hidden layers  
(48 LSTM cells  

each layer) 

28,273 2.59 

SVD+LSTM 
input: 48 

Random 
using 

Gaussian  

Sampling 
d=0.3 

Temporal using  
2 hidden layers  

(48 LSTM cells  

each layer) 

28,273 1.74 

The proposed 

ConvLSTM 

network 
input: 

256x256 

Random 

using 

Gaussian 
Sampling 

d=0.3 

Spatial and 

temporal using 2 

hidden layers of 
ConvLSTM 2D 

kernel size = 3x3 
filter = 32 

18,177 1.31 

This paper also provides architectural comparison of 

several prediction models, namely the classical regression 

model [22], the global LSTM model [14], the SVD+LSTM 

model [17], and the proposed ConvLSTM model. The test 

specifications are shown in Table 1. The first three models 

use temporal feature extraction while the last one uses 

spatiotemporal feature extraction. The SVD+LSTM model 

uses an LSTM network with 48 LSTM cells and one output 

neuron that represents the predicted results at T+1. 

Meanwhile, the ConvLSTM model uses two layers of 2D 

CNN networks on the encoder part. This part has a 

configuration of input, kernel size, and filter as much as 

256x256, 3x3, 32, respectively. Furthermore, the 2D LSTM 

module is used in a row with 488 strands. The last strand that 

serves as the prediction output is processed using a CNN 2D 
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decoder. This decoder module reverses the pattern 

representation inside the network so that it is converted to a 

PM2.5 propagation map that has the same size as the input. 

From the experiments, the number of parameters generated 

by the regression model, the global LSTM model, the 

SVD+LSTM model, and the proposed ConvLSTM model is 

10, 28,273 28,273, and 18,177 parameters, respectively. By 

using a smaller number of parameters compared to the 

temporal-based prediction system, the proposed model 

produces the best accuracy with the smallest RMSE of 1.31. 

The larger the number of parameters, the longer the training 

time. However, at the implementation stage, only the 

inference engine is used so that the prediction system can be 

executed in a much shorter time. 

VI. CONCLUSION 

The discovery and prediction of air pollution patterns are 
very important to reduce the health risks from the long impacts 
of PM2.5 exposure. In the literature on finding and predicting 
air quality patterns through neural networks, previous research 
has only focused on finding temporal patterns without 
considering spatial patterns that might be used as clues to 
improve model performance. This paper complements the 
shortcomings of previous studies, which establish the 
complete structure of PM2.5 concentration discovery and 
prediction through the proposed 2-stage architecture, i.e., 
spatial sampling and ConvLSTM. Through the two-stage 
architecture, this proposed scheme can analyze and predict 
PM2.5 concentrations with periodic patterns spatially and 
temporally. The results reveal that the proposed ConvLSTM 
is superior in generating a better performance of prediction 
system than those using global LSTM model and regression 
analysis with RMSE of 1.31, 2.59, and 16.34, respectively.  
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